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Executive Summary 

A team of Drexel LeBow graduate students investigated the Interactive Voice Response Calls dataset, 

call center activity dataset and the case studies in the energy and electric industry to answer the 

following questions.  

▪ How many staff members are needed at the call center to maintain an acceptable level of service 

at minimum cost? (80% of calls handled within 30 seconds) 

▪ How can the model adjust to changes happening in real-time business conditions?  

 

Detailed data analysis showed that: 

• There are extremely high number of calls in the week 1 of March 2018 because of Snowstorms. 

• There were a greater number of calls on July 22nd, 2019, as compared to the whole month 

because of heavy rainfall and strong winds. 

• After removing the outliers, the distribution of the calls become stationary. 

• The distribution of the calls for the queues is different, but they follow the same pattern within 

there category over the period of 3 years. 

• Different time-series forecasting models will be used to predict the call volumes and staffing. 

 

Analysis from Mock-up Solution: 

▪ Predicted values from Simple Exponential Smoothing are weighted sum of past observations 

and does not account for seasonality and trend. 

▪ ARIMA model is only good for predicting short-term forecasting, like a weekly forecast.  

▪ Outlier did not fit the pattern, so need to build new ARIMA model on the outliers. 

▪ ARIMA is good for seasonality trend and missing values. 

▪ Erlang A is more accurate than Erlang C as it accounts for the abandonment rate.  
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Introduction to Business Challenge 

PECO is an electric and natural gas utility subsidiary of Exelon Corporation who based on Philadelphia 

and employs about 2,600 employees in the region. Every year, the company serves 1.6 million electric 

customers in Southeastern Pennsylvania and over 500,000 natural gas customers in Southeastern 

Pennsylvania (excluding the city of Philadelphia). PECO operates and maintains a network with 550 

electric substations, 21,000 miles of distribution and transmission lines, 29 natural gas gate stations and 

6,600 miles of underground gas mains.  

 

Call center plays an important role in providing customer support and assistant at PECO. The center 

currently supports customers via calls, emails, faxes and in person. In 2018, the call center received 6.7 

million of calls and managed to answer 88.0% in 30 seconds with capacity of 190 agents. Customer 

inquiries are usually divided into four different lines: Commercial, Emergency, Residential with billing 

and administrative questions and Residential with transfer questions.  

 

As human resource costs account for 60%-70% of operating expenses in most call centers, PECO is 

searching for better solutions to forecast number of staff needed monthly using both analytical 

approaches and simulation models. The Drexel Lebow team investigated the call volume, skill 

performance and shrink data sets provided by PECO from Jan 2017 to Sep 2019 to answer the following 

questions:  

▪ How many staff members are needed at the call center to maintain an acceptable level of service at 

minimum cost? (80% of calls handled within 30 seconds) 

▪ How can the model adjust to changes happening in real-time business conditions?  

 

Using personal knowledge and insights provided by PECO, the team developed a number of potential 

hypothesis to be investigated as follow: 

  

▪ The volume of calls varies depending on specific weather conditions/unexpected events 

▪ Call volumes are associated with seasonality and trend  

▪ Staff productivity differs according to different skills in different seasons 

▪ Number of required staff depends on events other than call volumes such as staff’s expertise and 

company’s hiring policies. 
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Literature/Industry Review  

We reviewed several academic papers that related to call center analysis and modeling, service operation 

management, and call volume forecasting. We found that there are three important characteristics of 

call arrival process. First characteristic is time-variability. Some of the researchers mentioned that call 

arrival rates are very temporally over the day. There is significant dependency between arrival counts 

on successive day and there is a strong correlation in the successive period. For example, peak hour 

arrival rate can be significantly higher than the level of the average daily arrival rate (Brown et al., 

2005). Second characteristic is inter-day correlation. There is significant dependency between arrival 

counts on successive days. Third is intra-day correlation. Successive periods within the same day exhibit 

strong correlations. 

 

For the forecasting methods in academic papers, ARIMA model is one of the most widely used model. 

Many result used ARMA model in the early forecasting studies and some of them used transform 

function to help predict outliners; add exogenous variables for tacking the calendar effect (Aldor-

Noiman et al., 2009). One of the examples is the FedEx case. In the case Weidong Xu used a 

combination of Exponential Smoothing, ARIMA, Linear Regression and Time Series Decomposition 

to develop the forecasts model (Xu, 2000). Since many empirical studies found several characteristics 

of the calls arrival process which we concluded in the last paragraph, the arrival process of calls follows 

Poisson distributed. The important characteristics enabled researchers to use Bayesian technique to 

forecast call volume. In these years, machine learning become more and more popular. For example, 

Setzer et al. employed an artificial neural network to forecast the emergency medical service demand 

volumes of specific areas during different time of the day (Setzler et al., 2009). 

 

Queueing theory is to predict queue lengths and waiting times and Agner Krarup Erlang is the pioneer 

of queueing theory. The basic idea of Erlang is “First come, first serve” and the simplest and the most 

popular model is Erlang C model. The assumption of Erlang C model is calls arrival process is Poisson 

distributed and the calls are served by a defined number of agents which follows an exponential 

distribution. Also, Erlang C model ignores busy signals, customer impatience, and services that span 

multiple visits (Gans et al., 2003). However, Erlang C model is not easy to obtain insights from its 

answer and it can be inaccurate since some situations violate the assumptions (Gans et al., 2003). Erlang 

A model and Square-Root Safety Staffing are two improvement methods. Erlang A model is an 

extension of Erlang C model and it accommodate abandonment, and in the assumption of Erlang A 

model, customer patience time is exponentially distributed. Square-Root Safety Staffing, also known as 

Quality and Efficiency Driven (QED) regime, it is an asymptotically optimal of both the calls arrival 

rate and the number of agents. QED regime requires a balance between service quality. 

 

Case Study 

The case study is available as Reference 7 

 

Scope of study 

The purpose of the research paper is to evaluate univariate time series methods for forecasting intraday 

arrivals for lead times from one half-hour ahead to two weeks ahead. First, the research discusses 

characteristic of each method and then compares the performance of these forecasting methods on the 
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data set. Finally, the recommendation is drawn from comparing performance of these models.  

 

Data of the case 

The data was collected from five series of half-hourly arrivals at call centers operated by a retail bank 

in UK for the 36-week period from January 2004 to 10 September 2004. The motivation for us to choose 

this case study is because of the similar patterns between our data and the data used in the paper.  

• The data shows no obvious trend but very clear seasonality   

• The data has a repeating intra-week cycle when the call volume generally peaks on Monday 

and is clearly much lower on Sundays   

• The intraday cycle from data in the research paper is quite similar to PECO data: there is a peak 

around 11 am and then followed by a second peak around 2 pm (in PECO data the second peak 

is at 3 pm) 

 

Forecasting Methods 

The research considers these 5 methods to forecast the call volume: Seasonal ARMA modeling, periodic 

AR modeling; moving average modeling; average smoothing; an extension of Holt-Winters exponential 

smoothing for the case of two seasonal cycles; robust exponential smoothing based on exponentially 

weighted least absolute deviations regression; and dynamic harmonic regression, which is a form of 

unobserved component state space modeling.  

 

Research Findings 

The results indicate strong potential for the use of seasonal ARMA modeling and the extension of Holt-

Winters for predicting up to about two to three days ahead and that, for longer lead times, a simplistic 

historical average is difficult to beat. The research also finds a similar ranking of methods for call center 

data from an Israeli bank which make their finding even more convincing.  
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Data Review 

IVR and Call data  

The IVR and call dataset contains the total number of IVR calls received (IVR Calls), calls offered 

(Offered), calls handled (Handled), calls answered under 30 seconds (AnsInSvcl) and service level 

covering the time period from 1st January 2017 to 15th September 2019. There are total 988 observations 

and 6 attributes. There is an unusual observation on 15th June 2019, i.e. all the columns have value ‘0’ 

for this observation. All the variables have numeric datatype.  

 

Skills Performance Data 

The skill performance dataset contains calls covering time period from 1st January 2017 to 15th 

September 2019 for every 30-minute interval. The dataset mentions calls offered, handled, abandoned, 

answered within target time (AnsInSvcl), skill of the agent based on training, Average length of time it 

takes for an agent to handle a customer inquiry (AHT), Average length of time an agent speaks with a 

customer (Talk), Average length of time an agent has customers on hold (Hold), Average length of time 

an agent does after call work (Wrap), percentage of calls answered within target (Service level), 

Average speed of answer and percentage of calls abandoned (Abandoned Rate). The dataset also states 

what type of calls were received (Queue) such as emergency calls/transfer calls/business commercial 

calls/residential calls. Emergency calls are offered 24 hours a day, 7 days a week. There are total 185556 

observations and 16 attributes. Variables except Skills and Queue have numeric datatype, whereas the former 

variables have character datatype.  

 

Shrink Data 

The shrink data states the number of hours that were taken off by the agents daily with respect to Activity 

Category and Activity Code. The time period for this dataset ranges from 1st January 2017 to 14th 

September 2019. There are total 21534 observations and 4 attributes. Variables except Activity Category 

and Activity Code have numeric datatype, whereas the former variables have character datatype. 

 

After the analysis we found that the total number of calls for all categories in IVR and Call Data does 

not match when the number of daily calls with 30-minute intervals are added from the Skill Performance 

Data. This is because the IVR and Calls data does not include transfer calls whereas Skills performance 

data contains observation for transfer calls. We decided to do our analysis and forecasting based on the 

Skill Performance Data as it will be more accurate because we have to forecast the call volume for 

different queues.  
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Data Analysis 

 

 

Graph 1: IVR Call Distribution 

 

From the graph, the data is quite stationary except March 2018 and July 2019 have more calls as 

compared to other months. We wanted to see if there was any seasonal effect in the data, therefore 

analyzed the unusual months by themselves.  

 

 

Graph 2: Number of Calls Offered by Skill in March 2018 

 

In March 2018, week 1 which is March 2nd to March 8th has high number of emergency calls offered as 

compared to other weeks. After looking into this unusual week, we found that in week 1 had snowstorms 

and there were power outages. 
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Graph 3: Number of IVR Calls for July 2019 

 

Graph 4: Number of Calls Offered by Queue 

 

After analyzing the number of calls for the month of July 2019 (Graph 3), it was seen that July 22nd 

received extremely high calls. Looking further into it by queue (Graph 4), it was found that a lot of 

emergency calls were received. When explored, the team found that July 22nd had bad weather of heavy 

rains and strong winds, which lead to extremely high IVR calls.  

 

 
Graph 5: Distribution Without Outliers 

We do not want the outliers (July 22nd and Week 1 of March 2018) to disrupt the forecasting numbers, 

so we decided to remove the outliers and after removing the outliers, the data looks stationary all over 

the years. 
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Graph 6: Number of Calls Offered By Weekday 

 

From the graph it is visible that Monday to Friday, the call distribution follows the same pattern and, 

on the weekends, i.e. Saturday and Sunday they follow same calls offered distribution pattern. The 

number of calls offered are highest on the Monday and then decrease till Thursday, but on Friday the 

calls offered increase again. 

 

 

Graph 7: Average Abandon Rate vs. Average Waiting Time 

 

Next, we analyzed abandon rate with waiting time. We found that there is a positive correlation in both 

variables. As the average waiting time increase, customers tend to abandon the calls more.  
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Graph 8: Shrink Duration by Activity Category 

 

Activity Categories of Attendance Unplanned, attendance planned, back office, break, lunch, vacation 

and training follow the same pattern of shrink duration over the months. Employment investment and 

tech diff are the activity categories where agents take less time off.  

 

Service Time and Service Level Data Analysis 

 

 

Graph 9: Average Service Level by Weekday 

 

Graph 10: Average Service Time by Hour 
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Service quality is a complex and important topic that is closely related to the understanding of agents 

and customer’s behavior, and we briefly review the service level during 24 hours in different days of 

the week and average service time during the day.  

 

As can be seen from Graph 9, different weekdays demonstrate different daily pattern of average service 

level. The average service level reaches the bottom point at 10 am on Saturday, followed by 12 am on 

Monday. The peak time for service level to drop is from 10 to 11 in the morning and from 2 to 3 in the 

afternoon. 

 

As can be seen from the Graph 10 the average service time patterns resemble the step function with the 

mean service time around 200 seconds during night-time and the mean service time at almost double 

duration (400 seconds) from the morning to the night. 

 

 

Graph 11: Average Handling Time Distribution By Queue 

 

In the Graph 11, we can see the distribution of average handling time by queue. Every queue has long 

tail, which means that every queue has many outliners. BCST has the highest mean among four queues, 

whereas ETS has the smallest means. BCST queue often have longer average handling time but the 

range of the time also big. For emergency call, people may prefer to talk fast, and agents have higher 

efficiency on working the cases. The distribution of Residential and transfer are similar, which means 

that average handling time of these two queues are close to each other, but transfer queue has larger 

standard deviation that the call length of transfer queue has wider range than residential. 

 

 

 

 

 

 

 

 

 

 



 

13 
 

Forecasting Models 

Call Volumes Forecasting  

To forecast the call volumes, we divided the skill performance dataset into training and testing data. To 

test the model, we are going to use 2017 and 2018 data as training data to predict 2019 data (testing 

data). The process is to defined patterns during day-of-week, week-of-month and month-of-year. Then, 

call volume will be forecasted based on different queues. The training data will be fitted to different 

models, and then models will be evaluated using Root mean squared error (RMSE) and error rate. 

Finally, the models with be modified and optimized. 

 

Call Volume Forecasting Overview 

Table 1 (Call volume forecast by PECO) and Table 2 (Call volume forecast by Group 4) compare the 

error rate for the 2019 forecasted call volume by months, starting from January till August. We also 

calculated the total average error rate and also average error rate by different queues. Group 4 was able 

to decrease the error rate for Residential calls by 7.58%, Business Commercial calls by 5.79% and 

Emergency calls by 6.31%. The average total error rate was also decreased by 0.19%.  

 

 

Table 1: 2019 Call volume forecast by PECO 

 
Table 2: 2019 Call volume forecast by Group 4 

 

BCST Calls 

To forecast the call volume of commercial line, we first analyzed the distribution of the calls offered by 

year. Number of calls offered through Commercial line (BCST) (Graph 12) follow the same pattern 

over the year except some outliers. Number of calls offered are highest on Monday which decreases till 

Wednesday, and then increases as the weekend approaches.  
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Graph 12: Distribution of BCST Calls Weekly 

 

Further analyzing the distribution for BCST Calls for 2017 (Graph 13), 2018 (Graph 14) and 2019 

(Graph 15), distribution for all the three years is stationary, except 2019 which has some outliers. Since 

different days of a week follow the same pattern and there are “weekly” cycles in the Graph 11, Graph 

12 and Graph 13. We will use average smoothing forecasting model to predict days of the week in the 

year.   

 

Mean Moving Average 

Mean Moving Average time-series forecasting method used for data. In this method the predicted values 

are average of past observations. It does not need to choose a smoothing factor. This method gives the 

fact that “what has happened before will be done again”.  

 

We built up the mean moving average model by calculating the days of the week. For instance, the 

average of the Monday on the first week in 2017 and 2018 was used to predict the value of Monday in 

the first week of 2019. Prior to forecasting the call volume, outliers such as weekends and federal 

holidays were removed. When there is a holiday on the weekday, we just put zero as the predicted value. 

If the week has holiday such as July 4th, we manually inputted the holiday data into a day before.  

 

Graph 13 is the actual value versus predicted value and the model performance is in Table 3. The week 

on week and day on day method provides a good result, the error rate is 3.98% and the standard 

deviation is 267. Even though the RMSE is larger than PECO’s forecasting, we believe that our model 

still can have a great performance on the call volume forecasting not only in short term but also in a 

long term. The model is in the appendix.  

 

Graph 13: Actual values and predicted values of BCST Calls 2019 
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Table 3: BCST Calls Forecasting model result 

 

Residential and Transfer Calls 

To forecast the call volume for Residential and Transfer line, first we analyzed the distribution over 

the three years to see patterns. From graph 14 and graph 15, calls offered follow the same pattern over 

all the three years. There are slight ups and downs in the distribution, which is because of the outliers 

and the possibility that PECO acquires new customers every year.  

 

  

Graph 14: Distribution of Residential Calls Weekly 

 

Graph 15: Distribution of Transfer Calls Weekly 
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Further analyzing the distribution for Residential calls and Transfer for 2017, 2018 and 2019 (in 

Appendix), distribution for all the three years is stationary. In 2017, there is a slight decrease in the 

trend of the calls offered, and same for 2018, there is slight decrease in the trend and for 2019 there is 

increase in the trend of the calls offered. The analysis for the Residential calls is done yearly, but over 

the three years, the calls follow the same pattern weekly. For instance, week 20 for 2017, 2018 and 2019 

have the same pattern for the calls offered. 

 

Holt Winters Forecasting Model 

 

From the distribution of the calls offered in 2017, 2018 and 2019 for both residential and transfer calls, 

we analyzed that there are trends that are changing over the three-year period. The calls also show 

seasonality variations. Considering the factors that are visible, we chose Triple Exponential method to 

forecast the call volumes for 2019. Triple Exponential method is also known as the Holt-Winters 

Forecasting model. This model accounts for level, trend and seasonality factors. There are smoothing 

parameters for each of the factor: Alpha-smoothing parameter for LEVEL, Beta- smoothing parameter 

for TREND and Gamma- smoothing parameter for SEASONALITY. 

 

The values for these smoothing parameters should be selected in way that minimizes the RMSE. The 

forecasting model for residential calls, focuses on the weekly distribution and forecasting model for 

transfer calls focuses on the weekday distribution over the three-year period. Calls offered in 2017 were 

used as the initial values to calculate the seasonality. Starting from Jan 1, 2018 the calls were forecasted 

till September 15, 2019. To forecast the call volume, following method was used for residential calls. 

The seasonality value for the weekday of week 1 of 2017, values of level and trend for last weekday of 

week 52 of 2017 was used to forecast the call volume for a weekday in week 1 of 2018. In other words, 

the day of the week to be forecasted uses previous years’ same weeks’ seasonality and the values of 

trend and level from the previous day from the day to be forecasted. For transfer calls, same method 

was followed, except the calls were forecasted for individual weekdays.  

 

After the call volume was forecasted, the RMSE was calculated for 2018 and 2019. The RMSE was 

minimized using the solver and the values for alpha, beta and gamma were chosen by solver. While 

forecasting the values for 2019, outliers such as Saturdays, Sundays, federal holidays such as Martin 

Luther King’s Day, Independence Day, Thanksgiving days, were excluded from the model. The model 

for forecasted call volume for both Residential and Transfer calls is in appendix.  
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Graph 16: Actual vs Predicted Call Volume for Residential Calls 

 

Table 4: Residential Calls Forecasting model result 

 

 
Graph 17: Actual vs Predicted Call Volume for Transfer Calls 

 

 

Table 5: Transfer Calls Forecasting model result 

Emergency Calls 

 

Graph 18: Distribution of ETS Calls Weekly By Year 

 

As shown in Graph 18, Emergency calls doesn’t have strong pattern. So, we decided use different 
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models for emergency and non-emergency calls. There are three things shown in the chart. First, 

Monday or Tuesday are likely to have more calls, but it is not as clear as non-emergency. We can only 

guess what happened. Emergency is for 7/24, so they don’t have to wait until Monday to call. This 

might because people leave their home during the weekends and found emergency when they go back. 

Weekday might be a factor. Secondly, we found that the call volume goes up a little bit as time goes by. 

And third, after we check the sudden acceleration, it is mostly because of the weather: snow or storm. 

So, we would like to collect more weather data to forecast the ETS calls use Linear Regression. ETS 

including emergency for gas and electric. Usually we use gas for heating and electric for cooling so 

they might have different mode. 

 

We collected those data for 2018 from “weather underground” website. The variables include date, 

weekday, Maximum, Minimum, Average Temperature, Wind Speed, Pressure, Humidity, Dew points 

and Precipitation. Combining with real life, the temperature or pressure change might be related -- 

people would start using the facility and find an emergency when the weather change. We calculated 

the daily change of weather as well. The wind speed or other factor might not cause a problem until 

threshold. For example, wind speed higher than 24mph is strong wind and would have whistling heard 

in telegraph wires. We put some 0-1 variable into consider. 

 

For the data processing, we removed 3/2/2018-3/8/2018 data. Those 7 days have high call volume 

because an unexpected storm, we consider it as outliner and remove it to avid outliner. Then we build 

the liner regression model and use lasso to the feature selection. (More detail can be found in appendix)  

 

 

Table 6: Variables and Coefficient for Electricity Emergency

 

Table 7: Variables and Coefficient for Gas Emergency 

 

To forecast the emergency call volume, we will need Date, Week, and weather forecast data. Weather 

forecasting data includes: Average Wind Speed, Maximum wind speed, Minimum Wind Speed, 

Maximum Temperature, Minimum Temperature, Average Dew Point, Minimum Dew Point, Average 

Pressure, Maximum Pressure, Minimum Pressure, Average Humidity. 
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Graph 19: Call Volume predicted VS actual 

This is the result compare between actual and predicted, the 2019 gas emergence have a slightly 

downswing and the model failed to predict. The high call volume has some error but overall the result 

is better than PECO’s.  

 

Table 8: Emergency Calls Forecasting model result 

 

Service Level and Service Time Forecasting 

Service Time  

Average Handling Time (AHT) also has trend within three years. There was a slight increase in AHT at 

the end of 2017, followed by an increase in AHT in January 2018. From this observation, we conclude 

that AHT was also affected by time factors. By visualizing AHT by year and queues, we can see that 

there are many outliers in AHT data. Most outliers are from BSCT Queue, resulting in large variation 

in AHT distribution for this queue. The percentage that each queue accounted for also varies from time 

to time which is also critical for us to know when building forecasting models. 

 

We use AHT data from 2017 and 2018 as training data and 2019 as testing data. As we learn from our 

literature review and data analysis results, AHT differs during different days of week and different 

months of year. Therefore, we create new variable Weekday indicating specific date of the week. We 

build two linear regression models which include different number of variables to predict AHT and 

compare results between them. In the first linear regression model we use all variables that can help to 

explain AHT such as: Queue, Year, Month, Weekday and Time. Moreover, we all have assumption that 

different weekday and queue as well as different month of year will have specific effect on AHT, we 

also include these factors in our first predicting model. Model 2 is the generalized regression version of 

model 1, which does not include the inter-day effect as well as effect between queue and month. Results 

show that Model 1 can estimate the relationship between AHT and other variables better than Model 2. 

However, this model has over-fitting problem which can perform well on 2017 and 2018 data but not 

on 2019 data. In contract, model 1 can perform better when predicting AHT om 2019 data set. The table 
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9 shows our forecasting values for different queues and actual value of AHT 2019. As we can see from 

the table, predicted AHT values from Model 2 are closer to actual AHT than Model 1.  

Unit: Seconds 

 

Table 9: Comparison between Forecasted AHT value and Actual AHT value per Queue 

 

The second method we use to predict AHT is simple moving average. By visualizing AHT over time, 

we can see the correlation for AHT between months. Therefore, we choose to build another model using 

time -series technique to predict AHT and compare with linear regression models. The technique is 

quite simple: the value of AHT for a particular month will be the average AHT of the two previous 

months (The full three models can be found in Appendix). Graph 19 shows the comparison on average 

AHT between our models and actual values. It can be seen from the Graph 19 that model 2 and model 

3 can predict values closer to actual values compared to model 1. Table 10 shows the calculation of 

error rate for each model and PECO’s forecast. Model 3 which uses simple moving average gives us 

the least error rate. However, our error rate is still higher than PECO’s forecast which only use the same 

forecasted value for every month. We suggest using PECO method or our moving average model 

(Model 3) for long-term forecasting. However, if PECO need to forecast AHT for each individual queue 

in short-term period, our group suggests using Linear Regression Model (Model 2) because this model 

can provide different prediction on AHT for different queues per days.  

 

        

Graph 20: Average Actual vs Predicted AHT    Table 10: Error rate between Group 4 and PECO 

 

Service Level 

We want to estimate the relationship between service level, abandon rate and number of agents by using 

linear regression method. As can be interpreted from the model, Abandon Rate, Number of Agents and 

Number of Offered Call are important factors to predict service level. While Number of Agents is 

positively correlated with Service Level, Abandon Rate and Number of Offered Call are negatively 
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correlated with Service Level, which means the higher the call volume and abandon rate, the lower 

service level. We also build another build another model including only Queues, Time, Number of Agent 

and Abandon Rate to estimate the relationship and use coefficient from these models to predict for 

service level. We only train and test model on the same data (2019) because we can’t get staffing data 

for 2017 and 2018. The table 11 below shows our forecasted values and actual service level per queue. 

The model can predict service level for ETS queue better than other queues (Full model can be found 

in Appendix) 

 

 

Table 11: Comparison between Forecast and Actual Service Level Per Queue 

Shrink Percentage Forecasting 

We use Multiple Linear Regression to predict for Shrink Duration. Model 1 includes the interaction between 

month for different years and weekday for different months. Model 2 is a simplified version of Model 1 and 

includes only Year, Month and weekday to predict shrink duration. These are listed variables for these models:  

• Model 1 Variables: Year + Month + Weekday + Year*Month + Month*Weekday  

• Model 2 Variables: Year + Month + Weekday  

 

Model 2 performs better than Model 1 on both training and testing data. Both models can explain high 

proportion of variance in shrink duration using only 3 exploratory factors. Therefore, our group suggests 

using Model 2 to predict Shrink Duration because it is easy to implement on another environment such as 

Excel and the result is also good.  
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Graph 21: Shrink Duration Forecasting 

For not shrink duration, we also use Multiple regression with only 3 variables: Year, Month and Weekday 

for forecasting. It can be seen from the graph, the model performs well and predicted values are close to 

actual values.   

 

Graph 22: Non-Shrink Duration Forecasting 

 

Table 12: Comparison between Forecast and Actual Shrink Percentage Level Per Month 

Staffing Forecasting 

To calculate staffing number, we are using two methods to compare between PECO forecast and our 

group’s forecast:  
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Method 1: We will use PECO formula, AHT and Shrink to calculate number of FTE. However, our 

group will use our predicted call offered to compare between our forecasting model and PECO's 

forecasting model.  

 

Graph 23: Staffing Forecasting 

 

January, April and June have the largest difference in our group's calculation and PECO due to the 

biggest difference between our forecasted call volume and PECO.  

 

Method 2: We will change the formula using: new abandon rate, our predicted call offered, AHT and 

Shrink. For new calculation formula, our assumption is that each agent works 40h/week and 22 days a 

month. We also recalculate the abandon rate using new coefficient from regression models with service 

level and number of agents. Our new abandon rate is 3.3% to get service level above 80%. Therefore, 

we will use this abandon rate to calculate number of agents needed to maintain the required service 

level. The table 13 shows our forecasting for number of agents required to meet the service level of 

80%. The last row explains the difference between our required staff from forecasting models and the 

current number of agents that PECO is having right now.  

 

 

Table 13: Comparison between Forecast and Actual Shrink Percentage Level Per Month 
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Appendix 1 

 

BCST CALLS DISTRIBUTION BY YEAR 

 

   

Graph 21: Distribution of BCST Calls 2017 

 

 Graph 22: Distribution of BCST Calls 2018 

 

Graph 23: Distribution of BCST Calls 2019 

 

 

RESIDENTIAL CALLS DISTRIBUTION BY YEAR 

  

Graph 24: Distribution for Residential Calls 2017   
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Graph 25: Distribution for Residential Calls 2018 

 

 

Graph 246 Distribution for Residential Calls 2019 

 

 

 

TRANSFER CALLS DISTRIBUTION BY YEAR 

 

Graph 27: Distribution for Transfer Calls 2017   

 
Graph 28: Distribution for Transfer Calls 2018  
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Graph 29: Distribution for Transfer Calls 2019 

 

 

Mean Moving Average Estimate For BCST Data 
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Liner Regression For Gas_Emergency 

 

 Liner Regression For Electric_Emergency 

 

Average Handling Time Over Year 
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Outlier In Average Handling Time By Year 

 

 

Percentages Of Queue By Month 

 

 

 

 

AHT Forecasting Models 

 

Model 1:  
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Model 2:  
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Model 3: Moving Average Model  
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Service Level Forecasting Model 

Simplified Model:  

 

 

Full model:  
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Shrink Forecasting 

 

Model 1:  
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Model 2:  
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Not-Shrink Forecasting Model:  
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